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Abstract. The dynamic characterization of an offshore wind turbine (OWT) and its foundation
is an important task within the design stage of the support structure. The system fundamental
frequency should not coincide with that of the loads that affect it, otherwise resonance phenom-
ena can conclude with the collapse of the structure or its deterioration due to fatigue. Assuming
a linear behaviour, the system fundamental frequency can be computed by solving the eingen-
value problem after defining the stiffness and mass global matrices. This procedure can become
computationally expensive if soil-structure interaction (SSI) phenomena is taken into account.
For this reason, a surrogate model based on Artificial Neural Networks (ANN) is proposed for
estimating the fundamental frequency of the wind turbine assembly, jacket support structure
and pile foundation considering SSI effects.

A dataset is generated to train the ANN. This synthetic data collects the characteristics of
the OWT-jacket-foundation and its fundamental frequency, which is obtained by a finite element
substructuring model. The SSI is reproduced through impedance functions computed through a
previously developed continuum model. Comparing the predictions of the ANN with the results
obtained by the structural model, it is observed that this type of regression allows to reproduce
in a sufficiently precise way the dependence of the fundamental frequency with respect to the
variables that define the system. Thus the use of Machine Learning techniques, such as ANNs,
makes it possible to take into account the system behaviour obtained by rigorous models in
large-scale calculations that it would be unfeasible otherwise.

1 INTRODUCTION

The growing interest in taking advantage of the wind conditions at sea generates the need
to increase the economic profitability of offshore wind turbines (OWTSs) in increasingly deeper
waters. From this perspective, the optimization of the support structures of these devices
represents a significant cost reduction, because they represent a considerable part of the total
cost of the projects [1]. In the design stage of the OWTs, it must be verified, among other
requirements, that the fundamental frequency of the system does not coincide with the speed of
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rotation of the rotor or with the frequencies of the environmental loads [2]. By this, resonance
phenomena that can cause the collapse of the structure or its deterioration due to fatigue are
avoided.

Obtaining the dynamic characterization of the OWT on a jacket can suppose a considerable
computational cost, which further increases if the soil-structure interaction (SSI) phenomena
are taken into account. Therefore, including this calculation in an optimization process greatly
increases its computation time. The recent advantages in machine learning techniques have
allowed different authors [e.g., 3, 4, 5] to build surrogate models that are capable to reproduce
results of complex numerical models in a sufficiently accurate way, but in a significantly reduced
amount of time.

In this work, the use of artificial neural networks (ANNs) is proposed as a surrogate model
for the dynamic characterization of jacket-supported offshore wind turbines through the funda-
mental frequency of the system, considering the soil-structure interaction.

2 Methodology
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Figure 1: Representation of the structural system. An offshore wind turbine on a jacket with a pile
foundation.

A surrogate model based on ANNs requires for its training a dataset that contains already
solved cases of the target task. According to the objective of this work, that dataset must
include as input variables those required for defining the structural system (figure 1), while the
output variable would be the fundamental frequency. Regarding the first group, in this work the
variables considered must be able to define the wind turbine, the site conditions and the jacket
substructure. Lower and upper bounds are established for each of these input variables, whose
values are randomly generated through a uniform distribution. The list of selected variables and
their lower and upper boundaries are shown in the tables 1 (site conditions), 2 (wind turbine)
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and 3 (jacket structure). The tower of the wind turbine and all tubular members of the jacket
structure are assumed to be made of steel so the following material properties are considered:
density of 7850 kg/m®, Young’s modulus of 210 GPa, Poisson’s ratio of 0.3 and hysteretic
damping coefficient of 0.5%.

Table 1: Site conditions variables definition.

Variable Lower bound Upper bound
Soil shear wave propagation velocity (cs) 60 m/s 600 m/s
Soil Poisson’s ratio (vs) Eq. 1a Eq. 1b
Soil density (ps) Eq. 2a Eq. 2b
Water depth (H,,) 25 m 60 m
cs (m/s) — 60
VS,]OWGI‘ ]imit = 04 + (025 - 04) M (600/_)60 (1&)
s — 60
Vg upper limit = 0.499 + (0.35 — 0.499) - % (1b)
s - 60
Ps,lower limit = 1600 + (2000 - 1600) ) % (kg/mg) (2&)
s — 60
Psupper imit = 2000 + (2500 — 2000) % (kg/m?) (2b)

Table 2: Wind turbine variables definition.

Variable Lower bound Upper bound
Tower height (Hpyp) 80 m 145 m
Tower bottom diameter (Dyottom) Hpp/16 Hpup/13
Tower bottom thickness (Tpottom ) Diottom /250 Diottom /200
Tower top diameter (Dy,p) Dyottom/1.65 Diottom/1.45
Tower top thickness (Tjop) Diop/290 Diop/190
Rotor mass (Mrna) H? ., -35 (kg/m?)  HZ?, 60 (kg/m?)

Rotor inertia about roll axis (Igpn A roil) 0.12. H,Zwb -Mpya 0.152%. H,%ub - Mpgpna
Rotor inertia about yaw axis (IRNA,yaw) 0.6 - IrN A roll 0.75 - IrRN A, roll
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Table 3: Jacket substructure variables definition.

Variable Lower bound Upper bound
Height (H ) 1.1 H, 1.6 - H,
Number of legs (n4¢4) 3 5

Top leg spacing (Stop) Dyottom 2.5 - Dyottom
Base leg spacing (Spase) Eq. 3, ajeq ~ U (60°,90°)
Number of bracing levels (ny.) Eq. 4, 8 =70° Eq. 4, 8 = 30°
Leg and pile diameter (D¢ ) 0.5 m 3.5 m

Leg and pile thickness (Tj¢q) Dyeq/64 min{D;,/16,0.1 m}
Bracing diameter (Dy,) Dieg/5 Dy
Bracing thickness (7j) Dy, /64 min{ Dy, /16,0.1 m}
Pile length (Ly;e) 5m 40 m

2H jep, sin(m/nyeg)

Sbase = Stop +

tan(oveq)
( Hijer, - _
m if Spase = Stop
IOg (StOP/Sbase) .
- if Sbase > Stop (4)
log | 1 : 2tan(f)
2, ) 1
+ — 1+ tan
\/(Sbase - Stop Sin2 (W/Nleg) (B)

Once the variables that define the problem have been generated, the fundamental frequency
for each case must be obtained. For this purpose, a structural finite element model of the jacket
substructure and the wind turbine tower is used. The inertia contribution of the rotor-nacelle
assembly is included as a puntual mass at the top of the tower.The soil-structure interaction is
introduced through the foundation impedance functions. They are obtained with a previously
developed model [6] based on the integral formulation of pile-soil interaction with Greens function
of the layered halfspace, that rigorously reproduce the linear response of an embedded pile or
group of piles. The water-structure interaction is taken into account through the inertial effects
that it induces, in accordance with DNVGL-RP-C205 [7]. Finally, a punctual hysterical damper
is introduced at the top of the tower to consider the aeroelastic damping. To do this, according
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to the data compiled by Chen [8], a value of 6% in fore-aft direction and 0.755% in the side-side
direction is assigned, with respect to the equivalent stiffness of the tower over a infinitely-rigid
base.

Once the structural model is defined through the stiffness and mass matrices, the fundamental
frequency is obtained by solving the eigenvalue problem iteratively. Note that the iterative
procedure is required due to the variation of the foundation impedance functions with frequency.

On the other hand, the ANN used as a surrogate model is a fully connected neural network
with 22 inputs (indicated in the tables 1, 2 and 3), one output (the fundamental frequency) and
a variable number of hidden layers and of neurons per hidden layer, allowing a reduced study of
the possible architectures. The Rectified Linear Unit (ReLU) is used as activation function and
the mean squared error (MSE) as objective function, analysing the convergence of the validation
set to avoid overfitting. An example of the neural network is shown in figure 2.

Hpup
Diottom
ﬂ)l»l tom

DOO00000000

Figure 2: Representation of the ANN. Example of arquitecture with 2 hidden layers of 10 neurons each.

3 Results

To build the proposed surrogate model, different neural networks are trained in order to do
a small study of the architectures. The number of hidden layers is varied from 1 to 4, and 10,
25, 50, 75, 100, 125 or 150 neurons per layer are considered. Also, due to the randomness in
the initialization, 20 independent networks are created for each of the mentioned combinations.
A generated dataset of 100,000 cases is randomly divided into sets of train (70%), validation
(15%) and test (15%) in order to train the different networks.

The comparison between the different generated networks is done by evaluating the test sets
and computing the relative error in absolute value (| E;|) of each prediction. As a representative
value of the model error, the 99th percentile of the distribution of errors is considered. Figure 3
shows the performance of each of the trained artificial neural networks against their number of
parameters, grouped by number of hidden layers and neurons per hidden layer. An important
variability in performance is observed for each of the combinations studied due to the random
initialization of the process. However, the expected general trend is observed: increasing the
number of total parameters, increases the performance of the model. Nevertheless, for networks
with more than 10,000 parameters, the performance improvement is greatly reduced for this
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problem. For the best performing generated networks, 99% of their predictions are expected to
have relative errors of less than 4% with respect to the finite element model.
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Figure 3: Performance of the obtained artificial neural networks against the number of parameters.

In order to obtain a more robust model, it is proposed to build an ensemble model using the
different ANNs trained for each combination together, so that statistical markers such as the
mean and standard deviation of the individual predictions of each network can be extracted.
After generating a new dataset of 10,000 cases, the predictions produced by the individual
neural networks and the ensemble models built from them are analyzed. The figure 4 shows the
performance of the individual networks and compares it with that of the ensemble models. Note
that the ensemble models have a higher number of parameters since it corresponds to the sum
of the parameters of the individuals networks. However, the ensemble models achieve slightly
better performances.

4 Conclusions

This work shows the ability of artificial neural networks to reproduce the dynamic charac-
terization of an offshore wind turbine supported on a jacket with pile foundation through the
fundamental frequency of the system. Architectures capable of reaching a prediction accuracy
such that 99% of the cases present relative errors of less than 4% are achieved, which validates
its usefulness as a surrogate model. It should be noted that the randomness in the initialization
process can produce a significant variation in performance, so a minimum statistical analysis
must be conducted to determine the capabilities of the model. Furthermore, as in most re-
gression models, the performance of the surrogate model strongly depends on the number of
parameters.

On the other hand, the alternative of building an ensemble model from different independent
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Figure 4: Performance of the individual ANNs and ensemble models against the number of parameters.

networks increases the size of the model and the training costs. However, it makes it possible
to achieve slightly higher performances, as well as incorporating uncertainty measures into the
prediction.
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Motivation

Structural perspective

@ Need to increase the economic profitability of OWTs in deep
waters

@ Importance of dynamically characterizing the structural ensemble

e Avoiding resonance phenomena
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Motivation

Structural perspective

@ Need to increase the economic profitability of OWTs in deep
waters

@ Importance of dynamically characterizing the structural ensemble

e Avoiding resonance phenomena

Computational perspective

@ High computational cost procedure

e Absence of explicit calculation formula
e Solving of the continuous domain model if SSI is considered

@ High development of Machine learning techniques in recent years
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Introduction

Aims and objectives

@ Develop a surrogate model based on ANNs capable of estimating
the natural frequency of an OWT supported on a jacket with
sufficient accuracy, considering soil-structure interaction.

@ Analyse different architectures and strategies that allow
generating the surrogate model.
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Methodology

Problem definition
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Methodology

Problem definition

Variable Lower limit Upper limit
Tower height (Hp,p) 80 m 145 m
Bottom diameter (Dpottom) Hpup /16 Hpup /13
Bottom thickness ( Thottom Dpottom /250 Dpottom /200
Top diameter (Dyop) Dpottom/1.65 Dpottom/1.45
Top thickness ( Ttop) Dtop /290 Dtop /190

Mass (Mrya)

H,Z,fb - 35(kg/m?)
Inertia about roll axis (IrnA, rolr)

0.1° - H2,. - Mrya

H,Znéb - 60(kg/m?)
0.15% - H2,, - Mrya

Inertia about yaw axis (/rnA,yaw) 0.6 - IrNA, roll 0.75 - IrnA, roll
Shear wave propagation velocity (cs) 60 m/s 600 m/s
Soil Poisson's ratio (vs) Eq. 1a Eq. 1b
Soil density (ps) Eq. 2a Eq. 2b
Water depth (Hy ) 25 m 60 m
Height (Hjck) 1.1- Hy 1.6 - Hy
Number of legs (njeg) 3 5
Top leg spacing (Stop) Dpottom 2.5 - Dpottom
Base leg spacing (Spase) Eq. 3, ajeg ~ U (60°,90°)
Number of bracing levels (np,) Eq. 4, B = 70° Eq. 4, B = 30°
Leg diameter (Djeg) 0.5m 35m
Leg thickness (Tjeg) Djeg /64 min{Djeg /16,0.1}
Bracing diameter (Dp,) Dieg /5 leg
Bracing thickness (Tp,) Dy, /64 min{ Dy, /16,0.1}
Pile length (Lpjje) 5m 40 m
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Problem definition

Wind Turbine parameter distribution

0.12 0.2 03 03
01 025 025
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0.08 0.2 0.2
0.06 01 015 015
0.04 01 01
0.05
0.02 0.05 0.05
0 0 0 0
80 100 120 140 200 600 1000 0 2 4 6 0 2 4
Hub height (m) Rotor mass (t) Rotor inertia. 105 Rotor inertia 105
(roll axis) (tm?) (vaw axis) (tm?)
0.15 0.2 0.2 0.25
02
015 015
01
015
0.1 0.1
0.1
005
0.05 0.05
0.05
0 0 0 0
6 8 10 0.02 0.03 0.04 0.05 3 4 5 6 7 001 0.02 003 0.04
Tower bottom Tower bottom Tower top Tower top
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Dataset generation

Input data generation

Generation of uniform random data between limits

@ Site conditions
@ Wind turbine

@ Jacket
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Dataset generation

Input data generation

Generation of uniform random data between limits

@ Site conditions

@ Wind turbine

@ Jacket

Output data generation - Structural model

@ Finite element method

@ SSl is implemented by impedance functions obtained from a
continuum model

e Fundamental frequency (f,) is obtained by solving eigenvalue
problem
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Surrogate model generation

IrNArou
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Surrogate model generation

Q,
Q,
Q,
[o}
[}
O,
O
O
O

Surrogate model

@ Define number of hidden layers

@ Define number of neurons per hidden layers

@ Train model using the train dataset

@ Combine individual ANN to build an ensemble model

o’
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Surrogate model evaluation

ANN architecture
@ Number of hidden layers: 1-4

@ Number of neurons per hidden layers: 10, 25, 50, 75, 100, 125
and 150
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Surrogate model evaluation

ANN architecture
@ Number of hidden layers: 1-4

@ Number of neurons per hidden layers: 10, 25, 50, 75, 100, 125
and 150

Evaluation

99th percentile (Pgg) of the relative error in absolute value (|E,|) of
test dataset

fre icion_ﬁe istre
’Er|: predict gistred (1)

f;egistred
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Surrogate model evaluation
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Results

Ensemble model comparison

Procedure
@ Generation of new test dataset

@ Evaluation of individual artificial neural networks

@ Evaluation of ensemble model: mean of predictions of individual
ANNs
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Ensemble model comparison
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Example of parametric study: influence of ¢,

10MW-Stolpe et al.

Tower height (Hp,p)
Bottom diameter (Dporrom)
Bottom thickness ( Tpottom

Top diameter (Dyop)

Top thickness ( Ttop)

Mass (Mgna)
Inertia about roll axis (IrnA, roll)
Inertia about yaw axis (Irna, yaw)

119 m

8.3 m

0.038 m

55m

0.02 m

869 - 10° kg

156 - 10° kg - m?
974 - 10° kg - m?

Shear wave propagation velocity (cs)
Soil Poisson's ratio (vs)
Soil density (ps)
Water depth (Hy )

60 - 600 m/s
0.4
2000 kg/m3
50 m

Height (Hjex)
Number of legs (njeg)
Top leg spacing (Stop)

Base leg spacing (Spase)
Number of bracing levels (np,)

Leg diameter (Djeg)

Leg thickness (Tjez)
Bracing diameter (Dp,)
Bracing thickness (Tp,)

Pile length (Lpte)

76 m
4
16 m
33m
4
1.52m
0.042 m
0.76 m
0.0205 m
6 m
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Example of parametric study: influence of ¢,

10MW-Stolpeet al.

10MW-Stolpe et al.
Tower height (Hp,p) 119 m 0.25
Bottom diameter (Dpottom) 8.3 m
Bottom thickness ( Tpottom) 0.038 m
Top diameter (Dtop) 55m
Top thickness ( Ttop) 0.02 m 02
Mass (Mgya) 869 - 10° kg :
Inertia about roll axis (IrnA, roll) 156 - 10° kg - m?
Inertia about yaw axis (/rnA, yaw) 974 - 10° kg - m?
Shear wave propagation velocity (cs) 60 - 600 m/s Py 015} 1
Soil Poisson's ratio (vs) 0.4 E
Soil density (ps) 2000 kg/m> =
Water depth (Hy ) 50 m = o1
Height (Hjck) 76 m :
Number of legs (”/eg) 4
Top leg spacing (Stop) 16 m
Base leg spacing (Spase) 33 m 0.05
Number of‘bracmg levels (np,) 4 . Structural model
Leg diameter (Djeg) 1.52m
Leg thickness (Tjeg) 0.042 m ANN (z2)
Bracing diameter (Dj,) 0.76 m ————ANN(p+20)
Bracing thickness (Tp,) 0.0205 m 0 L L L
Pile length (L,; 6 m
gth ( pr/e) CS (I'T\/S)
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Example of parametric study: influence of ¢,

10MW-Stolpe et al.

0.25
02t
Time consumption o015}
N
@ Structural model: 1 s/case g
_ 2
@ Surrogate model: 6-107* s/case 01f
005r Structural model | |
ANN (1)
————ANN (1 £ 2:0)
ol -
cs(m/s)
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@ Conclusions
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Conclusions

Conclusions

Surrogate model evaluation
Architecture
Ensemble model
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Conclusions

Conclusions

Surrogate model evaluation

@ ANNSs of different architectures are obtained that achieve errors
of less than 4% for 99% of the cases.

@ Through an example of a parametric study, the ability of these
surrogate models to be used in other applications is
demonstrated.

@ The computational cost of evaluation is greatly reduced

Ensemble model
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Conclusions

Conclusions

Surrogate model evaluation

Architecture
@ The stochastic processes involved in the generation and training
of ANNs produce significant differences between the same
architecture cases.

@ In this problem, the number of parameters is the main
performance-enhancing feature

Ensemble model
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Conclusions

Conclusions

Surrogate model evaluation

Ensemble model

@ Generating an ensemble model considerably increases the
number of parameters (and training cost)

@ Achieve higher performance than those achieved with individual
ANNs

@ It allows incorporating the uncertainty associated with the
prediction obtained
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